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ABSTRACT

Observing system experiments (OSEs) during two seasons are used to quantify the important contribu-
tions made to forecast quality from the use of the National Oceanic and Atmospheric Administration’s
(NOAA) polar-orbiting satellites. The impact is measured by comparing the analysis and forecast results
from an assimilation–forecast system using one NOAA polar-orbiting satellite with results from using two
and three polar-orbiting satellites in complementary orbits.

The assimilation–forecast system used for these experiments is the National Centers for Environmental
Prediction (NCEP) Global Data Assimilation System–Global Forecast System (GDAS–GFS). The case
studies chosen consist of periods during January–February and August–September 2003. Differences be-
tween the forecasts are accumulated over the two seasons and are analyzed to demonstrate the impact of
these satellites.

Anomaly correlations (ACs) and geographical forecasts (FIs) are evaluated for all experimental runs
during both seasons. The anomaly correlations are generated using the standard NCEP verification software
suite and cover the polar regions (60°–90°) and midlatitudes (20°–80°) of each hemisphere. The rms error
for 850- and 200-hPa wind vector differences are shown for the tropical region (20°N–20°S). The geographi-
cal distribution of forecast impact on geopotential heights, relative humidity, precipitable water, and the u
component of wind are also examined.

The results demonstrate that the successive addition of each NOAA polar-orbiting satellite increases
forecast quality. The use of three NOAA polar-orbiting satellites generally provides the largest improve-
ment to the anomaly correlation scores in the polar and midlatitude regions. Improvements to the anomaly
correlation scores are also realized from the use of two NOAA polar-orbiting satellites over only one. The
forecast improvements from two satellites are generally smaller than if using three satellites, consistent with
the increase in areal coverage obtained with the third satellite.
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1. Introduction

The NOAA suite of operational polar satellites have
formed a key part of the global and regional observa-
tion database for operational weather centers around
the globe. A diagnostic evaluation of the impact of the
three NOAA polar-orbiting satellites being used by
the National Centers for Environmental Prediction
(NCEP) operational Global Data Assimilation System
(GDAS) is described in this study. Observing system
experiments (OSEs) document the impact of some of
the numerous data sources available today. This type of
study enables quantitative assessment of the impact of
the numerous and disparate data sources available for
meteorological analysis and prediction.

Similar OSEs have been conducted by Kelly (1997)
with the European Centre for Medium-Range Weather
Forecasts (ECMWF) global model and by Zapotocny
et al. (2000, 2002, 2005a,b) who explored forecast im-
pacts from satellite and in situ data with the NCEP
regional model. Complementary to this work, Zapo-
tocny et al. (2007) showed the relative importance of
satellite data in the NCEP GDAS, and Zapotocny et al.
(2008) showed the relative importance that the Ad-
vanced Microwave Sounding Unit (AMSU), High
Resolution Infrared Radiation Sounder (HIRS), Quick
Scatterometer (QuikSCAT), geostationary atmo-
spheric motion vector data (from satellites), and rawin-
sondes had in the GDAS.

This work investigates the influence the NOAA po-
lar-orbiting satellites have in the GDAS by examining
the quality of the analyses and forecasts from having
one polar-orbiting satellite, compared to having two
polar-orbiting satellites, or the present complement of
three polar-orbiting satellites. The primary goal is to
determine the potential gain in weather forecast quality
realized from having two or three polar-orbiting satel-
lites versus only one. The baseline experiment,
1_NOAA, uses the AMSU and the HIRS data from
NOAA-17 along with the NCEP operational comple-
ment of conventional and satellite data but excludes all
data from NOAA-15 and NOAA-16 sensors. The
2_NOAA experiment adds NOAA-16 AMSU and
HIRS data to the baseline experiment; the 3_NOAA
experiment adds NOAA-15 AMSU data and NOAA-16
AMSU and HIRS data to the baseline experiment.

A unique aspect of this work, afforded by the Joint
Center for Satellite Data Assimilation (JCSDA) and
NCEP, was the ability to conduct impact studies at the
operational resolution of the time. Until recently, lim-
ited computational resources required that studies cov-
ering several seasons be completed at reduced spatial
and vertical resolutions. This limitation restricted the

conclusions that could be reached about the impact of
data types at the operational resolutions.

The paper is structured as follows: Section 2 briefly
outlines the GDAS Global Forecast System (GFS) ver-
sion that was used for this study. Section 3 discusses the
diagnostics used to evaluate the anomaly correlation
and forecast impacts. In section 4 the forecasts are in-
vestigated from zero through seven days. The anomaly
correlation results from the tropical, midlatitude, and
polar latitudes along with the geographic distributions
of forecast impact during both seasons are presented.
The results are summarized in section 5.

2. The model and assimilation systems

Most of the details concerning the assimilation sys-
tem and forecast model used in this work are available
in section 2 of Zapotocny et al. (2007). Consequently,
only a very brief description is provided here.

The assimilation and forecast methodology used here
are consistent with the NCEP operational methodology
as explained in Zapotocny et al. (2007). This work ex-
amines the forecasts at 0000 UTC out to 168 h, whereas
NCEP Operations runs 384-h forecasts at 0000, 0600,
1200 and 1800 UTC. The reduction in horizontal and
vertical resolutions in this study from T254L64 initially
to T170L42 at 84 h and T126L28 at 180 h is consistent
with NCEP operations of the time.

The versions of the Global Spectral Model (Kana-
mitsu et al. 1991) and assimilation system (Derber et al.
1991; Parrish and Derber 1992) used in this work are
described in sections 2a and 2b of Zapotocny et al.
(2007). The experimental design, including the time pe-
riods used, diagnostics, and methodology for display, is
also described in section 3 of Zapotocny et al. (2007).
For completeness, a log of changes to the Global Spec-
tral Model since 1991 is available online (http://www.
emc.ncep.noaa.gov/gmb/STATS/html/model_changes.
html). Likewise, a log of changes to the assimilation
system is available online (http://www.emc.ncep.noaa.
gov/gmb/gdas/). Finally, the results of this study and the
previous work were computed and archived at NCEP
on the research and development machine of the time.

For these experiments, the full operational database
of conventional and satellite data was used, includ-
ing the real-time data cutoff constraints for the early
and late assimilation cycles produced at NCEP. The
assimilated satellite data used in this work are shown in
Table 1 and include operational Advanced Television
Infrared Observation Satellite (TIROS-N) Operational
Vertical Sounder (TOVS) (Smith et al. 1979) radiances
from HIRS, the Microwave Sounding Unit (MSU)
(Spencer and Christy 1992), and the AMSU-A and
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AMSU-B sensors (NOAA 2005); ozone information
from the Solar Backscatter Ultraviolet (SBUV) sensors
(Miller et al. 1997); Defense Meteorological Satellite
Program (DMSP) Special Sensor Microwave Imager
(SSM/I) surface wind speed (Alishouse et al. 1990); de-
rived surface winds from QuikSCAT (Yu and McPher-
son 1984); and atmospheric motion vectors from geo-
stationary satellites (Velden et al. 1997; Menzel et al.
1998).

The assimilated in situ data used in this work are
listed in Table 2 and include rawinsonde temperatures,
specific humidity, and wind components; aircraft obser-
vations of wind and temperature; land surface reports
of surface pressure; and oceanic reports of surface pres-
sure, temperature, horizontal wind, and specific humid-

ity. Keyser (2006a,b, 2007) provide an excellent over-
view of the data types provided to NCEP on a daily
basis and used operationally for the experiments of this
study.

The control and both experiments were started from
identical initial conditions. All of the surface and up-
per-air fields, topography, satellite bias correction, ob-
servation error, etc. files were taken from the opera-
tional database. The satellite bias correction files were
allowed to adjust to the information available in each
experiment after each assimilation cycle, similar to
Derber and Wu (1998), which is consistent with the way
these files are updated at NCEP Operations.

3. Experimental design

Diagnostics presented here include statistics com-
monly used at NCEP and other numerical weather pre-
diction (NWP) centers. The computation of all anomaly
correlations for forecasts produced by the GFS were
completed using code developed and maintained at
NCEP. NCEP (NWS 2007) provides a description of
the method of computation, Krishnamurti et al. (2003)
discuss the use of anomaly correlation of geopotential
height, and Murphy (1990) discuss the effect of clima-
tology on anomaly correlations. The fields being evalu-
ated are examined in both the polar regions and middle
latitudes of each hemisphere along with the tropical
region.

The NCEP–National Center for Atmospheric Re-
search (NCAR) reanalysis fields (Kistler et al. 2001)
are used for the climate component of the anomaly
correlations. This reanalysis was run at a resolution of
T62L28 with the output grids reduced to 2.5° � 2.5°
horizontal resolution and to rawinsonde mandatory lev-

TABLE 2. In situ data assimilated within the NCEP GDAS for this study. Mass observations (temperature and moisture) are shown
in the left column and wind observations are shown in the right column.

Rawinsonde temperature and humidity Rawinsonde u and �
Aircraft report (AIREP) and pilot report (PIREP) aircraft temperatures AIREP and PIREP aircraft u and �
Aircraft Satellite Data Relay (ASDAR) aircraft temperatures ASDAR aircraft u and �
Flight-level reconnaissance and dropsonde temperature, humidity, and

station pressure
Flight-level reconnaissance and dropsonde u and �

Meteorological Data Collection and Reporting System (MDCARS)
aircraft temperatures

MDCARS aircraft u and �

Surface marine ship, buoy and c-man temperature, humidity and station
pressure

Surface marine ship, buoy, and Coastal-Marine
Automated Network (C-Man) u and �

Surface land synoptic and METAR (routine aviation weather report)
temperature, humidity, and station pressure

Surface land synoptic and METAR u and �

Ship temperature, humidity, and station pressure Wind profiler u and �
Next-Generation Doppler Radar (NEXRAD) vertical

azimuth display u and �
Pibal u and �

TABLE 1. Satellite data assimilated within the NCEP Global
Data Assimilation System for this study.

HIRS sounder radiances Tropical Rainfall Measuring
Mission (TRMM) precipitation
rates

AMSU-A sounder
radiances

European Remote Sensing
Satellite-2 (ERS-2) ocean
surface wind vectors

AMSU-B sounderr
adiances

QuikSCAT ocean surface wind
vectors

GOES sounder radiances Advanced Very High Resolution
Radiometer (AVHRR) SSTs

GOES, Geostationary
Meteorological Satellite
(GMS), and Meteosat
wind vectors

AVHRR vegetation fraction

GOES precipitation rate AVHRR surface type
SSM/I ocean surface wind

speed
Multisatellite sea ice

SSM/I precipitation rate SBUV/2 ozone profile and total
ozone
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els. To calculate anomaly correlations the output grids
from the three experiments were reduced to this 2.5° �
2.5° horizontal resolution using the NCEP postproces-
sor. The anomaly correlations are then truncated to
include only spectral wavenumbers 1–20. This is the
method of verification recommended by the WMO
(1999) and traditionally used at NCEP for evaluation of
their anomaly correlations.

Another diagnostic used here is to evaluate the fore-
cast impact (FI), as described in Zapotocny et al.
(2005a, 2007). For this study, a series of two-dimen-
ional FI results are presented as the positive/negative
impact provided by the use of data from a particular
satellite. The geographic distributions of FI shown in
section 4b for a specific mandatory pressure levels are
evaluated using

FI�x, y� � 100 � ����
i�1

N

�Ci � Ai�
2

N

� ��
i�1

N

�Di � Ai�
2

N
����

i�1

N

�Ci � Ai�
2

N
�.

�1�

The variable A is the 0-h GDAS 1_NOAA analysis
valid at the same time as the forecasts; N is the number
of diagnostic days. The variable C represents the
1_NOAA forecast while D represents the 2_NOAA or
3_NOAA forecast. All FI diagnostics were computed
from the 1° � 1° grids generated by NCEP’s postpro-
cessing package. The first term enclosed by parentheses
in (1) can be considered the error in the 1_NOAA fore-
cast. The second term on the right enclosed by paren-
theses in (1) can be considered the error in the 2_
NOAA or 3_NOAA experiment. Dividing by the error
of the 1_NOAA forecast normalizes the results and
multiplying by 100 provides a percent improvement/
degradation with respect to the rms error of the
1_NOAA forecast. A positive forecast impact means
the 2_NOAA or 3_NOAA forecast compares more fa-
vorably to its corresponding analysis than the 1_NOAA
forecast does. Occasionally forecast impacts greater
than 100% can be derived from (1) if the 1_NOAA
forecast and analysis fields are very similar. This results
from dividing by a small denominator in (1).

All diagnostics exclude the first 14 days of each sea-
sonal time period. This delay in evaluating the verifi-
cation statistics allows for the impact of the denied data
to be removed from the assimilation system analyses
and forecasts. Excluding the first 14 days reduces the
two seasonal windows to 32 and 37 days for the North-

ern Hemisphere winter and summer seasons, respec-
tively. The forecast diagnostics for this paper were con-
ducted out to 168 h to concentrate on the first week of
forecast impacts. The forecasts for the 1_NOAA,
2_NOAA, and 3_NOAA experiment’s anomaly corre-
lations have been verified against their own analyses.
The 2_NOAA and 3_NOAA experiments are com-
pared to the 1_NOAA experiment. The results have
been examined using the usual practice at NCEP of
investigating the impact over two seasons for more than
30 days in each season.

4. Results

Impact of the three operational NOAA satellites on
the quality of forecasts made by the GFS for two time
periods are explored in detail. The first time period
covers 15 January–15 February 2003; the second time
period covers 15 August–20 September 2003. The se-
lection of these time periods enables the diagnostics to
capture both summer and winter seasons in each hemi-
sphere. As noted, examination of forecasts for at least
30 days during these two seasons is an integral part of
the procedures required by NCEP in determining op-
erational utility of satellite data. The fields examined in
this study include geopotential heights, wind vectors,
relative humidity, and precipitable water. Underground
grid points on isobaric surfaces are not included in the
evaluations.

Figure 1 shows the global coverage of each of the
three NOAA satellites on 25 January 2003 for the 0000
UTC forecast cycle. This diagram takes into account
the early data cutoff required by the GFS and the delay
in transmitting data to NCEP. With this orbit scenario
there is very little satellite overlap except in the polar
regions; however, there are still some data void regions
remaining near 30°E in the Northern Hemisphere and
near the date line in the Southern Hemisphere (Fig. 1c).

a. Anomaly correlations

Figure 2 presents some of the day 5 anomaly corre-
lations from the 1_NOAA, 2_NOAA, and 3_NOAA
experiments during January–February (Figs. 2a and 2b)
and August–September 2003 (Figs. 2c and 2d). The
fields shown are the 1000- and 500-hPa geopotential
height anomaly correlations for midlatitudes in both
hemispheres and time periods (Figs. 2a and 2c) and the
500-, 700-, and 850-hPa geopotential height anomaly
correlations for the polar regions (Figs. 2b and 2d). In
Figs. 2b and 2d, 700 hPa is used in the Southern Hemi-
sphere rather than 850 hPa to ensure that more of the
diagnostic domain remains above ground over Antarc-
tica.

OCTOBER 2008 J U N G E T A L . 857



FIG. 1. The areal coverage of (a) 1_NOAA, (b) 2_NOAA, and (c) 3_NOAA satellites at
0000 UTC 25 Jan 2003. The NOAA-17 orbit is in green, the NOAA-16 orbit is in blue, and the
NOAA-15 orbit is in red. This is the coverage of the actual data received by NCEP for the 0000
UTC forecast on that day.
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The 3_NOAA simulation in general has the highest
anomaly correlations, and anomaly correlations for the
2_NOAA and 1_NOAA experiments are, in general,
progressively lower. Overall this indicates that the ad-
ditional information from two and three satellites im-
proves forecast quality; this can be seen for most cases.
In this study, the January–February Southern Hemi-
sphere polar region (Fig. 2b) provides an exception. In
the polar region experiments for January–February, the
2_NOAA and 3_NOAA Southern Hemisphere polar
anomaly correlations are always better than the
1_NOAA polar anomaly correlations; however, the
2_NOAA experiment has higher scores than the
3_NOAA experiment. This may be influenced by the
considerable overlap of the satellite orbits near the
poles. Consistent with the results from Zapotocny et al.
(2008), all of the tropical anomaly correlations (not
shown) were found to be approximately 0.15–0.20 bet-
ter in January–February than they were in August–
September. This may be related to the broader expanse
of deep tropical convection in August–September than
January–February.

Figure 3 compares the 20°–80° Northern and South-
ern Hemisphere 500-hPa geopotential height day 0–7

anomaly correlation die-off curves from the 1_NOAA
simulation to the 2_NOAA and 3_NOAA simulations.
The comparisons are for both January–February (Figs.
3a, b, e, f) and August–September 2003 (Figs. 3c, d, g,
h). The dark blue line is the 1_NOAA simulation while
the magenta line is either the 2_NOAA or 3_NOAA
simulation anomaly correlation. In these experiments,
the larger the separation between the 1_NOAA
anomaly correlation and the 2_NOAA or 3_NOAA
anomaly correlation, the greater is the importance of
the additional satellite(s) to the quality of the simula-
tion. For 2_NOAA and 3_NOAA experiments the 500-
hPa midlatitude anomaly correlation scores are consis-
tently better throughout the 7-day forecasts than for the
1_NOAA experiment. This indicates that the informa-
tion from the additional satellite(s) is improving these
forecasts. It is generally accepted that an anomaly cor-
relation of 0.5 is the equivalent of a climatology forecast
and 0.6 or greater indicates a useful measure of forecast
skill, implying that some skill is evident in each hemi-
sphere from nearly all of the simulations presented here
out to 7 days.

Figure 4 presents a series of wind vector rms differ-
ence diagrams comparing the 1_NOAA experiment to

FIG. 2. The day 5 anomaly correlations for waves 1–20 for the (a), (c) midlatitudes and (b), (d) polar regions. Experiments include
data from 3_NOAA, 2_NOAA, and 1_NOAA satellite(s). Results are for (left) 15 Jan–15 Feb and (right) 15 Aug–20 Sep 2003.
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FIG. 3. The 15 Jan–15 Feb and 15 Aug–20 Sep 2003 day 0–7 500-hPa geopotential height die-off curves for the observing system
experiments. Results are for the (left) Northern and (right) Southern Hemisphere.
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FIG. 4. The tropical 200- and 850-hPa days 0–7 rms vector differences for the observing system experiments. Results are for (left)
15 Jan–15 Feb and (right) 15 Aug–20 Sep 2003.
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the 2_NOAA or 3_NOAA experiments in the tropical
region for days 0–7. Figures 4a–d depict the 200-hPa
wind vector rms differences while Figs. 4e–h depict the
850-hPa wind vector rms differences. The left column in
Fig. 4 presents the January–February 2003 results,
while the right column presents the August–September
2003 results. The wind vector rms difference was cho-
sen as the tropical diagnostic because the variance of
the anomaly correlation for 500-hPa geopotential
height is small in this region. The error growth for both
the 200-hPa vector rms difference (Figs. 4a–d) and 850-
hPa vector rms difference (Figs. 4e–f) is greatest during
the first day. The error growth then slows as the inte-
gration proceeds to 7 days. This error characteristic in
the tropics is common in the GFS and other models, as
explained by Surgi (1989) and Surgi et al. (1998). The
error growth was also noted in the Zapotocny et al.
(2007) and Zapotocny et al. (2008) results.

The tropical comparison of wind vector rms differ-
ences identifies that both the 2_NOAA and 3_NOAA
experiments show improved vector rms statistics by a
small amount at 200 hPa compared to the use of
1_NOAA satellite data. The wind vector rms differ-
ences are almost neutral with degraded rms scores in
some places at 850 hPa for both January–February and
August–September.

Figure 5 presents the polar region 500-hPa geopoten-
tial height days 0–7 anomaly correlation die-off curves
for January–February and August–September 2003.
The 3_NOAA anomaly correlation die-off curves are
consistently better than the 1_NOAA anomaly corre-
lations for January–February and August–September
for both polar regions. The 2_NOAA experiment
anomaly correlation scores are higher than the
1_NOAA anomaly correlation scores in the Southern
Hemisphere, but in the Northern Hemisphere the
2_NOAA scores in places are closer to neutral.

b. Geographic distributions of forecast impact

Figures 6 and 7 are the average rms differences be-
tween the analyses of 1_NOAA versus 2_NOAA and
1_NOAA versus 3_NOAA for 500-hPa geopotential
heights, 850-hPa relative humidity, and the 850- and
200-hPa u component of wind. They present the geo-
graphical distribution of average rms differences of the
model analyses during both the January–February and
August–September 2003 time periods, respectively.
The differences between analyses do not show any re-
lationship with the satellite(s) orbits for any of the
fields investigated. The greater differences in the 500-
hPa heights in the polar regions and in the 200-hPa
winds in the tropics are consistent in magnitude and
location when comparing analyses between NWP cen-

ters (G. White 2007, personal communication). In gen-
eral, the differences between the experiment analyses
are consistent with what is generally expected in the
GDAS analysis (G. White 2007, personal communica-
tion). These results are expected since even a single polar-
orbiting satellite will sample the globe two times per day.

Figures 8–17 present the geographical distributions
of forecast impacts during both the January–February
and August–September 2003 time periods. Figures 8–17
are derived using Eq. (1) and present time-averaged
forecast impacts for forecast periods 12, 24, 48 and 72 h.
The 2_NOAA results are in the left column and the
3_NOAA results in the right column for each of these
figures. In Figs. 8–17, negative forecast impacts have
magenta shading, neutral or nearly neutral forecast im-
pacts are not shaded, and positive forecast impacts
shadings proceed from blue to red. Regions below the
surface are shaded black for easy identification. In com-
paring the area-weighted mean rms from 1_NOAA to
2_NOAA and 1_NOAA to 3_NOAA, the improve-
ments in the forecast impact through 72 h are signifi-
cant with a confidence level greater than 99% after
accounting for serial correlation (Seaman 1992).

Of the four forecast fields presented in Figs. 8–17,
inspection reveals that the amplitude and coverage of
the impacts are considerably larger in the 3_NOAA
experiments. This can be determined by comparing the
four left columns with the four right columns through
72 h. This is common to both January–February and
August–September time periods.

Upon examining the 12–72-h forecast impacts (pan-
els a–d and e–h of Figs. 8–17) one notices a steady
decrease in magnitude with time of the forecast im-
pacts. In fact, by 72 h the largest forecast impacts are
generally less than 100% with large regions of the globe
being covered with neutral impacts (white regions).
This decrease in forecast impact is consistent with the
satellite denial results presented previously in Zapo-
tocny et al. (2007) where the satellite and conventional
data also had a steady decrease through 72 h. Similar
results were also found by Zapotocny et al. (2008)
where the various sensor types showed a steady de-
crease in forecast impact through 72 h.

Figures 8 and 9 present the 500-hPa geopotential
height 2_NOAA and 3_NOAA forecast impact results
for forecast hours 12–72 during January–February (Fig.
8) and August–September 2003 (Fig. 9). Comparing
these results shows that the 3_NOAA impacts are gen-
erally considerably larger than the 2_NOAA impacts.
(Geopotential heights are not a good measure of fore-
cast skill in the tropics.) Even though there are large
regions of negative impact, the area-weighted mean
rms for the 2_NOAA and 3_NOAA experiments are
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FIG. 5. The 15 Jan–15 Feb and 15 Aug–20 Sep 2003 polar region 500-hPa geopotential height days 0–7 anomaly correlation die-off
curves for the observing system experiments. Results are for (left) 60°–90°N and (right) 60°–90°S.
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FIG. 6. Geographic distribution of rms analysis differences between (left) 1_NOAA and 2_NOAA and (right) 1_NOAA
and 3_NOAA during January–February 2003 for (a), (e) 500-hPa geopotential height (m); (b), (f) 850-hPa relative
humidity (%); and (c), (g) 850-hPa and (d), (h) 200-hPa u component of wind (m s�1).
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still smaller than for the 1_NOAA experiment and are
statistically significant with a confidence level of greater
than 99%. The 3_NOAA experiment area-weighted
mean rms is also statistically smaller than for the

2_NOAA experiment with a confidence level of greater
than 99%. This indicates significant improvement have
been realized in the short-term forecasts by adding the
third satellite. It is also shown that the forecast impact

FIG. 7. As in Fig. 6 but during August–September 2003.
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FIG. 8. Geographic distribution of forecast impact on the 500-hPa geopotential height from the 2_NOAA and 3_NOAA
experiments during January–February 2003. The 12-, 24-, 48-, and 72-h impacts are shown for each time period with color
contour interval 12.5%. Values within 12.5% of zero are white.
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is generally smaller in the Northern Hemisphere polar
region during August–September compared to Janu-
ary–February 2003. Overall, by 72 h most of the globe
is covered by neutral forecast impacts, with only scat-

tered regions of small positive/negative impacts. These
forecast impact results are consistent with the anomaly
correlation results shown in Fig. 2.

In the tropics, the winds are usually considered a

FIG. 9. As in Fig. 8 but during August–September 2003.
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better measure of forecast skill than heights. The 850-
hPa u components of wind forecast impacts for the
2_NOAA and 3_NOAA experiments for January–
February and August–September 2003 are shown in

Figs. 10 and 11. The 200-hPa u component of wind
forecast impacts for the 2_NOAA and 3_NOAA ex-
periments for January–February and August–
September 2003 are shown in Figs. 12 and 13. The

FIG. 10. As in Fig. 8 but for the 850-hPa u component of wind.
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winds, both at 850 and 200 hPa, generally show consis-
tently positive forecast impacts in the tropics, particu-
larly in the first few days. The 3_NOAA experiment
has the largest positive forecast impact. Both the

2_NOAA and 3_NOAA experiment areas of positive
forecast impacts decrease with time.

The 850-hPa relative humidity impact plots for Janu-
ary–February and August–September 2003 are shown

FIG. 11. As in Fig. 10 but during August–September 2003.
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in Figs. 14 and 15. The 3_NOAA experiment has the
greatest positive impact for both seasons and for all
four forecast periods displayed here. The August–
September time period overall shows greater impact

than for the January–February time period at 12 h;
however, it decays rapidly to small differences by 72 h.

The precipitable water impact plots (Figs. 16 and 17)
are quite similar to the 850-hPa relative humidity im-

FIG. 12. As in Fig. 8 but for the 200-hPa u component of wind.
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pacts shown in Figs. 10 and 11. The 3_NOAA experi-
ment again has the greatest positive impact for both
time periods. Both the 850-hPa relative humidity fore-
cast impacts, Figs. 14 and 15, and the precipitable water

forecast impacts presented here, display a seasonal
switch, with largest forecast impacts diagnosed in the
summer hemisphere for each field. This seasonal switch
is most apparent at 12 and 24 h for each field.

FIG. 13. As in Fig. 12 but for August–September 2003.
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5. Summary

Observing system experiments like these are impor-
tant because the NOAA series of polar-orbiting satel-

lites are the most significant source of satellite sounding
data for operational numerical weather prediction.
These experiments examined the improvements in
forecasts out to 168 h in the NCEP Global Data As-

FIG. 14. As in Fig. 8 but for the 850-hPa relative humidity. Note that regions underground are shaded black.
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similation–Global Forecast System during January–
February and August–September 2003. The work de-
scribed here has quantified the contributions to the
forecast made by increasing the number of operational

NOAA satellites used in the analysis to two and, then,
to three.

The results indicate that the use of three NOAA po-
lar-orbiting satellites, in complementary orbits, gener-

FIG. 15. As in Fig. 14 but during August–September 2003.
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ally provides the largest improvement to the anomaly
correlation scores in the polar, midlatitude, and tropical
regions. Improvements to the anomaly correlation
scores are realized from the use of two polar-orbiting

satellites, but are generally smaller than when using
three polar-orbiting satellites. These results are consis-
tent with the benefits expected from the increase in areal
coverage obtained from adding additional satellites.

FIG. 16. As in Fig. 8 but for precipitable water.
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The geographic distributions of the forecast impacts
shown in Figs. 8–17 indicate that using three polar-
orbiting satellites provides the largest positive impact.
In general the largest positive impacts are found in the

polar regions of both hemispheres, possibly due to the
frequent satellite overpasses and the lack of conven-
tional data. Both 2_NOAA and 3_NOAA experiments
display a decrease in forecast impact globally as the

FIG. 17. As in Fig. 16 but for August–September 2003.
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forecasts proceed from 12 to 72 h. The 3_NOAA ex-
periment retains the greatest forecast impact out to
72 h.

In terms of future observing system experiments, op-
erational or preoperational data types to be studied
include the Moderate Resolution Imaging Spectroradi-
ometer (MODIS) atmospheric motion vectors, ocean
surface wind vector measurements from space using
WINDSAT. In addition, the effective exploitation of
the new hyperspectral data, which have or will become
available from the Atmospheric Infrared Sounder
(AIRS), the Infrared Atmospheric Sounding Interfer-
ometer (IASI), the Cross-track Infrared Sounder
(CrIS), and Geostationary Operational Environmental
Satellite-R (GOES-R) instruments, will be studied.
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