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ABSTRACT

Extended-length observing system experiments (OSEs) during two seasons are used to quantify the
contributions made to forecast quality by conventional rawinsonde data and four types of remotely sensed
satellite data. The impact is measured by comparing the analysis and forecast results from an assimilation–
forecast system using all data types with those excluding a particular observing system. The impact of the
particular observing system is assessed by comparing the forecast results over extended periods. For these
observing system experiments, forecast results are compared through 168 h for periods covering more than
a month during both the summer and winter seasons of each hemisphere. The assimilation–forecast system
used for these experiments is the National Centers for Environmental Prediction (NCEP) Global Data
Assimilation System (GDAS) and the Global Forecast System (GFS). The case studies chosen consist of
periods during January–February 2003 and August–September 2003. During these periods, a T254L64 layer
version of NCEP’s global spectral model was used. The control run utilized all data types routinely assimi-
lated in the GDAS. The experimental runs individually denied data from the Advanced Microwave Sound-
ing Unit (AMSU), the High-Resolution Infrared Radiation Sounder (HIRS), geostationary satellite atmo-
spheric motion vectors (GEO winds), in situ rawinsondes (raobs), and surface winds derived from the Quick
Scatterometer (QuikSCAT). Differences between the control and denial experiment forecasts are accu-
mulated over the two 45-day periods and are analyzed to demonstrate the impact of these data types.
Anomaly correlations (ACs), forecast impacts (FIs), and hurricane track forecasts are evaluated for all
experimental runs during both seasons. The anomaly correlations used the standard NCEP software suite
and are partitioned into subsections covering the polar caps (60°–90°) and midlatitudes (20°–80°) of each
hemisphere and the tropical region (20°N–20°S). Anomaly correlations of geopotential heights are shown
at several pressure levels in the polar regions and midlatitudes. The root-mean-square error (RMSE) for
850- and 200-hPa wind vector differences are shown for the tropical region. The geographical distributions
of forecast impacts on geopotential heights are also examined. The influence these data types have on
tropical cyclone track forecasts are shown for both the Atlantic and Pacific basins and again are computed
using standard algorithms developed and maintained at NCEP. The results demonstrate a positive impact
from all data types with AMSU and rawinsonde data providing the largest anomaly correlation improve-
ments in all zonal regions examined. Smaller forecast improvements are noticed from each of the other data
types. In the Atlantic basin, each of the four satellite data types provides nearly equal improvement to the
tropical cyclone track forecasts; however, GEO winds provide the largest improvement to track forecasts in
the Pacific basin.
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1. Introduction

A diagnostic evaluation of five data types being used
by the National Centers for Environmental Prediction
(NCEP) operational Global Data Assimilation System
(GDAS) is produced in this study. These types of stud-
ies help realize the full impact of some of the numerous
data sources available today. All types of remotely
sensed data are prime examples of such data requiring
diagnostic study of their impact in both regional and
global models. If these types of experiments are not
conducted, the influence of each data type will never be
fully understood or identified.

A unique aspect of this work, afforded by the Joint
Center for Satellite Data Assimilation (JCSDA) and
NCEP, was the ability to conduct impact studies at the
operational resolution of the time. Until recently, lim-
ited computational resources required that studies cov-
ering several seasons be completed at reduced spatial
and vertical resolutions. This limitation restricted the
conclusions that could be reached about the impact of
data types at the operational resolutions.

Similar studies are also being undertaken for data
available from a number of new instruments. Such in-
struments include, but are not limited to, atmospheric
motion vector (AMV) algorithm data from the Moder-
ate Resolution Imaging Spectroradiometer (MODIS),
Atmospheric Infrared Radiometer (AIRS) radiances,
and ocean surface wind vector measurements using
WindSat.

This report is a follow-on to Zapotocny et al. (2007),
which investigated the forecast impact of all conven-
tional in situ data as well as all remotely sensed satellite
data used in GDAS. In this work the five data types
composing the majority of the observations in Zapo-
tocny et al. (2007) are individually denied (excluded
from the operational forecast system). Rawinsonde
data are denied because they are a key contributor to
forecast quality from conventional data. Remotely
sensed satellite data denied in this study include the
Advanced Microwave Sounding Unit (AMSU) data,
High-Resolution Infrared Radiation Sounder (HIRS)
data, geostationary satellite atmospheric motion vec-
tors (GEO winds) data from both the National Oceanic

and Atmospheric Administration (NOAA) Geosta-
tionary Operational Environmental Satellite (GOES)
and the Japan Geostationary Meteorological Satellite
(GMS), and Quick Scatterometer (QuikSCAT) surface
wind data.

The work in this manuscript is similar to observing
system experiments (OSEs) conducted with the Euro-
pean Centre for Medium-Range Weather Forecasts
(ECMWF) Global Model by Kelly (1997) and is
complementary to Zapotocny et al. (2000, 2002,
2005a,b), who explored forecast impacts from satellite
and in situ data in the NCEP regional model.

The paper is structured as follows: section 2 briefly
outlines which GDAS–GFS version was used for this
study. Section 3 discusses the diagnostics used to evalu-
ate the anomaly correlation and forecast impacts. Sec-
tion 4 presents the anomaly correlation results in tropi-
cal, midlatitude, and polar regions for all data types
investigated through 7 days of model forecasts. Geo-
graphic distributions of forecast impacts are also pre-
sented for the denied data types as is an examination of
the impacts of these data types on tropical cyclone track
forecast accuracy. The results are summarized in sec-
tion 5.

2. The model and assimilation systems

Most of the details concerning the assimilation sys-
tem and details about the version of the forecast model
used in this work are available in Zapotocny et al.
(2007, section 2). As such, only a very brief description
is offered here. For these denial experiments, the full
operational database of conventional and satellite data
was used, including the real-time data cutoff constraints
for the early and late assimilation cycles produced at
NCEP.

The assimilated satellite data used in this work are
shown in Table 1 and include operational Advanced
Television Infrared Observation Satellite (TIROS-N)
(Reale 1995) Operational Vertical Sounder (TOVS)
(Smith et al. 1979) radiances from HIRS, the Micro-
wave Sounding Unit (MSU) (Spencer and Christy
1992), AMSU-A and AMSU-B sensors (NOAA 2005),
ozone information from the Solar Backscatter Ultra-

TABLE 1. Satellite data assimilated within the NCEP GDAS for this study.

HIRS sounder radiances TRMM precipitation rates
AMSU-A sounder radiances European Remote Sensing Satellite-2 (ERS-2) ocean surface wind vectors
AMSU-B sounder radiances QuikSCAT ocean surface wind vectors
GOES sounder radiances AVHRR SSTs
GOES, GMS, and Meteosat wind vectors AVHRR vegetation fraction
GOES precipitation rate AVHRR surface type
SSM/I ocean surface wind speed Multisatellite sea ice
SSM/I precipitation rate SBUV/2 ozone profile and total ozone
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violet (SBUV) sensors (Miller et al. 1997), Defense
Meteorological Satellite Program (DMSP) Special
Sensor Microwave Imager (SSM/I) surface wind speed
(Alishouse et al. 1990), derived surface winds from
QuikSCAT (Yu and McPherson 1984), and AMVs
from geostationary satellites (Velden et al. 1997; Men-
zel et al. 1998).

The assimilated in situ data used in this work are
displayed in Table 2 and include rawinsonde tempera-
ture, specific humidity, and wind components; aircraft
observations of wind and temperature; land surface re-
ports of surface pressure; and oceanic reports of surface
pressure, temperature, horizontal wind, and specific hu-
midity. Keyser (2001a,b, 2003) provide an excellent
overview of data types provided to NCEP on a daily
basis and used operationally for the experiments of this
study.

The assimilation and forecast methodologies were
consistent with NCEP’s operational system and are ex-
plained in Zapotocny et al. (2007). The only difference
is that this work examines the forecast from 0000 UTC,
whereas NCEP operations runs forecasts at 0000, 0600,
1200, and 1800 UTC. Our reduction in horizontal and
vertical resolutions from T254L64 initially to T170L42
at 84 h and T126L28 at 180 h is also consistent with
NCEP operations of the time.

The versions of the Global Spectral Model (Kana-
mitsu et al. 1991) and GDAS (Derber et al. 1991; Par-
rish and Derber 1992) used in this work are identical to
the versions used in Zapotocny et al. (2007, sections 2a
and 2b). Likewise, the experimental design, including
the time periods used; diagnostics; and methodology for
display are all the same as used in Zapotocny et al.
(2007, section 3). For completeness, a log of changes to
the Global Spectral Model since 1991 is available online
(http://www.emc.ncep.noaa.gov/gmb/STATS/html/
model_changes.html). Likewise, a log of changes to the
assimilation system is also available online (http://www.
emc.ncep.noaa.gov/gmb/gdas/). Finally, the results of

this paper and the previous work were all computed
and archived at NCEP on the research and develop-
ment machine of the time.

3. Experimental design

Diagnostics presented here include statistics com-
monly used at NCEP and other NWP centers. The com-
putation of all anomaly correlations for forecasts pro-
duced by the GFS were completed using code devel-
oped and maintained at NCEP. NCEP (NWS 2007)
provides a clear description of the method of compu-
tation, while Lahoz (1999) presents an overall descrip-
tion of the use of the anomaly correlation. The fields
being evaluated, which are truncated to include spectral
wavenumbers 1–20, are examined in the zonal bands
60°–90° (hereafter referred to as the polar region) and
20°–80° of each hemisphere and in the tropical region
within 20° of the equator (20°N–20°S).

The NCEP–National Center for Atmospheric Re-
search (NCAR) reanalysis fields (Kistler et al. 2001)
are used for the climate component of the anomaly
correlations. This reanalysis was run at a resolution of
T62L28 with the output grids transformed from spectral
to pressure coordinates and reduced to 2.5° � 2.5° hori-
zontal resolution and to rawinsonde mandatory levels.
To calculate anomaly correlations, the output from the
control and the five experiments were also transformed
to pressure coordinates and reduced to 2.5° � 2.5° hori-
zontal resolution using the NCEP postprocessor. Re-
ducing the T254L64 simulations of this study to a 2.5° �
2.5° horizontal resolution is the standard recommended
by the WMO (1999) and traditionally used at NCEP for
evaluation of their anomaly correlations. To evaluate
the anomaly correlation at the full horizontal resolution
of this experiment requires a matching climate field to
be available. Climate fields at 55-km resolution are not
available from NCEP or from the 40-yr ECMWF Re-
analysis (ERA-40) project (Uppala et al. 2005).

Another diagnostic used here is to evaluate the fore-

TABLE 2. In situ data assimilated within the NCEP GDAS for this study.

Mass observations Wind observations

Rawinsonde temperature and humidity Rawinsonde u and �
Aircraft reports (AIREP) and pilot reports (PIREP) AIREP and PIREP aircraft u and �
Aircraft-to-satellite data relay (ASDAR) aircraft temperatures ASDAR aircraft u and �

temperatures Flight-level reconnaissance and dropsonde u and �
Flight-level reconnaissance and dropsonde temperature, MDCARS aircraft u and �

humidity, and station pressure Surface marine ship, buoy, and C-Man u and �
Meteorological Data Collection and Reporting System Surface land synoptic and METAR u and �

(MDCARS) aircraft temperatures Wind profiler u and �
Surface land synoptic and aviation routine weather report Next Generation Weather Radar (NEXRAD) vertical azimuth

(METAR) temperature, humidity, and station pressure display u and �
Ship temperature, humidity, and station pressure Pibal u and �
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cast impact (FI), as discussed further by Zapotocny et
al. (2005a, 2007). For this study, a series of two-dimen-
sional FI results are presented as the positive–negative

impact provided by the denial of a particular data type.
The geographic distributions of FI shown in section 4b
for a specific pressure level are evaluated using

FI�x, y� � 100 � ����
i�1

N

�Di � Ai�
2

N
� ��
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N
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The variables C and D are the control and denied fore-
casts, respectively. The variable A is the 0-h GDAS
control analysis containing all data types, which is valid
at the same time as the forecasts. Here, N is the number
of diagnostic days. All FI diagnostics were computed
from the 1° � 1° grids generated by NCEP’s postpro-
cessing package.

The first term on the right side enclosed by paren-
theses in (1) can be considered the error in the denied
experiment. The second term enclosed by parentheses
in (1) can be considered the error in the control fore-
cast. Dividing by the error of the control forecast nor-
malizes the results. Multiplying by 100 provides a per-
cent improvement–degradation with respect to the
RMS error of the control forecast. A positive forecast
impact means the forecast compares more favorably to
its corresponding analysis with the data type excluded.

All diagnostics exclude the first 15 days of each sea-
sonal time period. This delay in evaluating the statistics
allows for the impact of the denied data to be removed
from the model initial conditions. Excluding the first 15
days reduces the two seasonal windows to 32 and 37
days for the Northern Hemisphere winter and summer,
respectively. The forecast diagnostics for this paper
were terminated at 168 h to concentrate on the shorter-
term forecast impacts.

4. Results

The impacts of the four individual satellite data types
and the rawinsonde data on the quality of the forecasts
made by the GFS for two time periods are now ex-
plored in detail. The first time period covers 15 Janu-
ary–15 February 2003 and the second covers 15 Au-
gust–20 September 2003. The selection of these time
periods enables the diagnostics to capture both summer
and winter seasons in each hemisphere. The Northern
Hemisphere summer period is shifted and slightly ex-
tended toward the autumn season to capture tropical
cyclone events in that hemisphere (section 4c). The
fields diagnosed consist of geopotential heights, wind
vector differences, and hurricane track forecast accu-
racy. Underground grid points on isobaric surfaces in-

tersecting the earth’s surface are not included in the
evaluations.

a. Anomaly correlations

Figure 1 presents the anomaly correlations for day 5
from the control simulation and five experiments dur-
ing January–February 2003 and August–September
2003. The five experiments involve denying AMSU
(No_AMSU), HIRS (No_HIRS), geostationary atmo-
spheric motion vectors (No_GEO Wind), rawinsondes
(No_RAOB), and QuikSCAT surface winds (No_
QSCAT) data for the entire period of the experiment.
The fields diagnosed include the 1000- and 500-hPa
geopotential height anomaly correlations for midlati-
tudes in both hemispheres and time periods (Figs. 1a
and 1d); the 500- and 850-hPa geopotential height
anomaly correlations for the Northern Hemisphere po-
lar regions and the 500- and 700-hPa geopotential
height anomaly correlations for the Southern Hemi-
sphere polar regions (Figs. 1b and 1e); and 200- and
850-hPa vector and speed anomaly correlations for the
tropics (Figs. 1c and 1f). (Note the vertical scale of the
values in Fig. 1c and 1f relative to the other four pan-
els.) The anomaly correlations are higher in the extra-
tropics and the poles for geopotential height than for
wind-related fields in the tropics. This is an expected
result considering the large-scale nature of geopotential
heights relative to wind fields.

It is expected that the control simulation would have
the highest anomaly correlations and the denial experi-
ments would be lower. This would imply that the addi-
tion of the data improved forecast quality. However,
examination of the results in Fig. 1 indicates that only
the No_AMSU and No_RAOB experiments satisfy this
condition for nearly all fields presented. The other data
types have occurrences of the control and denied simu-
lations either tying or the denied simulation producing
a slightly higher anomaly correlation than the control
simulation. Another point is that all of the tropical
anomaly correlations are approximately 0.15 worse in
August–September than they are in January–February.
This could be related to the broader expanse of deep
tropical convection in August–September than in Janu-
ary–February.
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Figure 2 depicts the 20°–80°Northern and Southern
Hemisphere 500-hPa geopotential height day-0–7
anomaly correlation die-off curves for the control simu-
lation and the five denial experiments of this study dur-
ing January–February 2003. The dark blue line is the
control simulation, which closely replicates NCEP op-
erations and includes all data routinely used by the
GDAS. The magenta line is the anomaly correlation
diagnosed from the simulations when removing the spe-
cific data. In this denial experiment, the larger the sepa-
ration between the anomaly correlations for the denied
and control experiments, the greater the importance of
the removed data to the quality of the simulation. Note

also, it is generally accepted that a forecast with an
anomaly correlation of 0.6 or greater provides a useful
forecast.

Examining the control versus No_AMSU 500-hPa
Northern Hemisphere geopotential height anomaly
correlation (Fig. 2a) indicates that the control experi-
ment anomaly correlation is consistently higher after
day 1. The day-5 control anomaly correlation is just
greater than 0.85 while the No_AMSU anomaly corre-
lation is approximately 0.825. This spread continues to
grow between days 5 and 7. The difference between the
control simulation and the No_AMSU experiment is
even more noticeable in the Southern Hemisphere dur-

FIG. 1. The day-5 anomaly correlations for waves 1–20 for the (a), (d) midlatitudes; (b), (e) polar regions; and (c), (f) tropics.
Experiments shown for each term include, from left to right, the control simulation and denials of AMSU, HIRS, GEO winds,
rawinsondes, and QuikSCAT. Shown are the (left) 15 Jan–15 Feb 2003 and (right) 15 Aug–20 Sep results. Note the different vertical
scale in (c), (f).
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FIG. 2. The 15 Jan–15 Feb 2003 day-0–7 500-hPa geopotential height die-off curves for the control and five
denial experiments. Shown are the (left) Northern Hemisphere and (right) Southern Hemisphere results.
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ing January–February 2003 (Fig. 2b). In this hemi-
sphere the day-5 anomaly correlation difference be-
tween the control simulation and AMSU denial is ap-
proximately 0.075, with even larger differences at day 7.

A possible explanation for the No_AMSU experi-
ment having such a large impact could be due to the
AMSU coverage and its insensitivity to clouds. With
three satellites having AMSU sensors, the coverage for
each assimilation cycle is almost global. The AMSU is
also able to look through nonprecipitating clouds.
These two features allow AMSU radiances to provide
vertical profiles of temperature and moisture informa-
tion almost globally for every assimilation cycle.

Figures 2c–j present the 20°–80°Northern and South-
ern Hemisphere anomaly correlations for the remain-
ing four denials completed in this study in the same
order as presented in Fig. 1. Cumulatively examining
these four data types, along with the results just shown
in Figs. 2a and 2b, indicates that denying the AMSU
data had the largest impact to forecast quality for
most time periods, in both hemispheres and most days.
The impact of the denial of rawinsonde data is almost
as large in the Northern Hemisphere (cf. Figs. 2a and
2g). The remaining three experiments (No_HIRS,
No_GEO_Wind, and No_QSCAT) all produced mini-
mal improvements at midlatitudes in each hemisphere
during January–February 2003. However, none of the
data types incorporated into the NCEP GDAS–GFS
system resulted in a negative impact when time aver-
aged over these particular seasons.

Figure 3 presents results for the same denial experi-
ments and fields as shown Fig. 2, except that the time
period is 15 August–20 September 2003. Overall, these
results are very similar to their January–February 2003
counterparts. The No_AMSU and No_RAOB ex-
periments are again considerably worse than the con-
trol simulation when the data are removed from the
assimilation system. Comparing the No_AMSU and
No_RAOB results, it is clear that the rawinsonde data
are more important in the Northern Hemisphere than
the AMSU data (cf. Figs. 3a and 3g), but the AMSU
data are more important in the Southern Hemisphere
(cf. Figs. 3b and 3h). Because there are considerably
less rawinsondes in the Southern Hemisphere, the
AMSU should play a larger role in the forecast quality.
This is consistent with the Zapotocny et al. (2007) re-
sults. Again, the overall impact of all data is positive
and while often appearing small it is found to remove
larger forecast errors on occasion.

Figures 4 and 5 present a series of wind vector RMS
difference diagrams in the tropics. Figure 4 depicts
200-hPa wind vector RMS differences comparing the
control to the various denial experiments for the tropi-

cal region (20°N–20°S). The left column of Fig. 4 shows
the January–February 2003 results while the right col-
umn shows the August–September 2003 results. Again,
the results show the importance of AMSU data, which
provide the largest impact. The rawinsonde data in
January–February provide the next largest impact. Fig-
ure 5 depicts the 850-hPa wind vector RMS difference
curves for days 0–7 for the control and five denial ex-
periments in the tropical belt. The January–February
2003 results are in the left columns of Fig. 5 while the
August–September 2003 results are in the right col-
umns. The wind vector RMS difference was chosen as
the tropical diagnostic since the variance of the
anomaly correlation for 500-hPa geopotential height is
very small in the tropics.

The error growth for both the 200-hPa vector RMS
difference (Fig. 4) and the 850-hPa vector RMS differ-
ence (Fig. 5) is rapid during the first day, then slows as
the integration proceeds. This tropical error character-
istic is common in the GFS and other models as ex-
plained by Surgi (1989) and Surgi et al. (1998). These
results are also consistent with those of Zapotocny et al.
(2007).

This tropical comparison of vector RMS difference
also identifies that the only data type to provide appre-
ciable improvement to the forecasts during both time
periods is the AMSU data type (see Figs. 4a and 4b and
5a and 5b). Rawinsondes provide some forecast im-
provement during the January–February time period
(Fig. 4g), but very little improvement during August–
September (Fig. 4h). The GEO winds provide a small
negative impact to forecasts shorter than 2 days in
length at 850 hPa during August–September (Fig. 5f),
even though they will be shown to be very important to
forecasting tropical cyclone positions on the 1–4-day
time scale. These results are inconsistent with the as-
similation experiments of Su et al. (2003). Su et al.
(2003) found the Geostationary Operational Environ-
mental Satellite (GOES) AMVs to have a negligible
impact on the midlatitude 500-hPa geopotential height
forecast skill but a slight positive impact on the tropical
winds forecast. The remaining data types provide close
to neutral impacts during both seasons for all forecasts
out to 7 days.

Figures 6 and 7 present the polar region (60°–90°)
500-hPa geopotential height day-0–7 anomaly correla-
tions for January–February and August–September
2003, respectively. Consistent with most results pre-
sented in this manuscript, the inclusion of AMSU data
provides a higher anomaly correlation in the polar re-
gion during both seasons in each hemisphere (Figs.
6a–b and 7a–b). Also consistent with earlier results is
that the Southern Hemisphere improvement from
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FIG. 3. The 15 Aug–20 Sep 2003 day-0–7 500-hPa geopotential height die-off curves for the control and
five denial experiments. Shown are the (left) Northern Hemisphere and (right) Southern Hemisphere
results.
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FIG. 4. The tropical 200-hPa day-0–7 RMS vector differences for the control and five denial experiments.
Shown are the (left) 15 Jan–15 Feb 2003 and (right) 15 Aug–20 Sep 2003 results.
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FIG. 5. The tropical 850-hPa day-0–7 RMS vector differences for the control and five denial experiments.
Shown are the (left) 15 Jan–15 Feb 2003 and (right) 15 Aug–20 Sep 2003 results.
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FIG. 6. The 15 Jan–15 Feb 2003 polar cap 500-hPa geopotential height day-0–7 anomaly correlation
die-off curves for the control and five denial experiments. Shown are the (left) 60°–90°N and (right)
60°–90°S results.
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FIG. 7. The 15 Aug–20 Sep 2003 polar region 500-hPa geopotential height day-0–7 anomaly correlation
die-off curves for the control and five denial experiments. Shown are the (left) 60°–90°N and (right)
60°–90°S results.
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AMSU data is more dramatic than the Northern Hemi-
sphere for these high-latitude regions.

An increased anomaly correlation is also seen with
the inclusion of rawinsondes during both seasons and in
each hemisphere (Figs. 6g–h and 7–h). The rawinsonde
impact is greatest in the Northern Hemisphere during
both seasons. This is probably because of the number of
observations. There are more rawinsonde observations
poleward of 60°N than there are poleward of 60°S.

The remaining data types provide a small positive
impact in both hemispheres and seasons. This is ex-
pected for the GEO winds and QuikSCAT winds. The
GEO winds are only derived at latitudes equatorward
of 60° and over ocean. QuikSCAT surface winds are
only generated over the ocean and under ice-free con-
ditions. They still result in modest forecast improve-
ments over the polar regions through the assimilation
process.

b. Geographic distributions of forecast impact

In addition to the anomaly correlation statistics pre-
sented above, Figs. 8–12 present geographical distribu-
tions of the forecast impact for 500-hPa geopotential
heights during the January–February and August–Sep-
tember 2003 time periods from all five denials investi-
gated in this study. The figures are computed using (1)
and present time-averaged forecast impacts for forecast
hours 12, 24, 48, and 72. In these figures, negative fore-
cast impacts have magenta shading, neutral or nearly
neutral forecast impacts are not shaded, and positive
forecast impact shadings proceed from blue to red.

Figures 8–12 present the five denials for both sea-
sons. The AMSU denial results are shown in Fig. 8, the
HIRS denial results are shown in Fig. 9, the GEO wind
denial results are shown in Fig. 10, the rawinsondes
denial results are shown in Fig. 11, and the QuikSCAT
denial results are shown in Fig. 12.

The AMSU 12–72-h forecast impact results for Janu-
ary–February 2003 are shown in Figs. 8a–d, respec-
tively. The 12-h results show that the largest forecast
impacts are in the polar latitudes of each hemisphere
with an equatorward extension of positive forecast im-
pacts over the southern oceans and northern Pacific
Ocean. High-latitude forecast impact results are be-
tween 150% and 200% with values steadily decreasing
toward lower latitudes where very small negative fore-
cast impacts are diagnosed within 20° of the equator.
Forecast impacts greater than 100% are possible from
(1) if the control and analysis fields are very similar.
This results in dividing by a small denominator in (1).

Upon examining the 24–72-h forecast impacts (Figs.
8b–d), one notices a very steady decrease in the mag-
nitude of the forecast impacts. In fact, by 72 h the larg-

est forecast impacts are approximately 120% along
60°S with large regions of the globe being covered with
neutral impacts (white regions). This decrease in fore-
cast impact is consistent with the satellite data denial
results of Zapotocny et al. (2007).

Figures 8e–h present the 500-hPa geopotential height
AMSU denial forecast impact results for forecast hours
12–72 during August–September 2003. Comparing
these results with the January–February 2003 results of
Figs. 8a–d reveals that the forecast impact is much
smaller for all time periods during August–September
2003 than during January–February 2003. In fact, by 72
h most of the globe is covered by neutral forecast im-
pacts, with only scattered regions of small positive/
negative impacts. These AMSU forecast impact results
are consistent with the AMSU anomaly correlation re-
sults shown in Figs. 2 and 3. The largest day-3 Southern
Hemisphere anomaly correlation improvements are no-
ticed in the January–February time period with smaller
improvements noticed in the August–September time
period (cf. Figs. 2b and 3b at day 3). Similarly the larg-
est day-3 forecast impacts are diagnosed during January
2003 in the 20°–80°S zonal band (cf. Figs. 8b and 8f).
Recall that the geographic results in this section only
extend to 3 days, while the anomaly correlation plots in
section 4a extend to 7 days.

Consistent with all other results presented herein, the
HIRS denial experiment provides very little forecast
impact during either season in Fig. 9. This is true over
almost the entire globe for all forecast hours from 12 to
72. Most positive–negative forecast impacts are prima-
rily found at lower latitudes in oceanic regions.

The GEO wind denial results are more interesting,
with large 12- and 24-h positive and negative forecast
impacts diagnosed in the oceanic regions of the tropics
and mostly the Northern Hemisphere during each sea-
son (Figs. 10–b and 10–f). During January–February
2003 the largest negative impacts are just west of South
America and over the Mediterranean Sea and the
Middle East (Fig. 10a). The 12- and 24-h negatives are
not as large during August–September 2003 and are
diagnosed over Russia and the region near Central
America and northern South America (Figs. 10e and
10f). As with all other data types, these positive and
negative forecast impacts early in the forecast cycle dis-
appear with time such that by 72 h (Figs. 10d and 10h)
generally weaker positive/negative forecast impacts are
found within a field of largely neutral impacts.

The rawinsonde geographical forecast impact results
(Fig. 11) are routinely the second largest of the five
denials examined here. Similar to the AMSU forecast
impact results of Fig. 8, the rawinsonde January–Febru-
ary 2003 forecast impacts are largest in polar regions,
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FIG. 8. Geographic distribution of the forecast impact to 500-hPa geopotential height from the denial of AMSU data
during (top panels) January–February 2003 and (bottom panels) August–September 2003. The 12-, 24-, 48-, and 72-h
impacts are shown for each time period with a color contour interval of 12.5%. Values within 12.5% of zero are white.
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FIG. 9. Geographic distribution of forecast impact to 500-hPa geopotential height from the denial of HIRS data during
(top panels) January–February 2003 and (bottom panels) August–September 2003. The 12-, 24-, 48-, and 72-h impacts
are shown for each time period with color contour intervals of 12.5%. Values within 12.5% of zero are white.
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FIG. 10. Geographic distribution of forecast impact to 500-hPa geopotential height from the denial of GEO wind data
during (top panels) January–February 2003 and (bottom panels) August–September 2003. The 12-, 24-, 48-, and 72-h
impacts are shown for each time period with color contour intervals of 12.5%. Values within 12.5% of zero are white.
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FIG. 11. Geographic distribution of forecast impact to 500-hPa geopotential height from the denial of raob data
during (top panels) January–February 2003 and (bottom panels) August–September 2003. The 12-, 24-, 48-, and 72-h
impacts are shown for each time period with color contours of interval 12.5%. Values within 12.5% of zero are white.

96 W E A T H E R A N D F O R E C A S T I N G VOLUME 23

Fig 11 live 4/C



FIG. 12. Geographic distribution of forecast impact to 500-hPa geopotential height from the denial of QuikSCAT
data during (top panels) January–February 2003 and (bottom panels) August–September 2003. The 12-, 24-, 48-, and
72-h impacts are shown for each time period with color contours of interval 12.5%. Values within 12.5% of zero are
white.
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especially Antarctica, with a dramatic decrease as the
forecast proceeds. Also similar to the AMSU results is
that the January–February 2003 rawinsonde forecast
impacts are generally larger than their August–Septem-
ber 2003 counterparts. The largest 12-h negative fore-
cast impacts from rawinsondes are found west of South
America during both the January–February (Fig. 11a)
and August–September (Fig. 11e) time periods. These
regions of negative forecast impact at 12 h dissipate
very quickly with time.

The QuikSCAT January–February 2003 and Au-
gust–September 2003 forecast impact denial results are
presented in Fig. 12. As with the HIRS results of Fig. 9,
only small regions of the globe demonstrate positive/
negative impacts. This is consistent with the anomaly
correlation results presented above and is an expected
result since QuikSCAT provides surface or near-
surface winds to the assimilation system and the results
presented here are for 500-hPa geopotential heights.
They are nevertheless important for positioning synop-
tic systems and tropical cyclone track predictions (see
section 4c.).

c. Impact of removing selected satellite data on
tropical cyclone track forecasts

An important aspect of satellite data is to provide
high-resolution temporal and spatial data in oceanic re-
gions. This high volume of maritime data has the ability
to greatly improve hurricane track forecasts both in the
short term, before the storm system reaches the in situ
data network over land, and in the longer term by more
accurately resolving the steering currents while the sys-
tem is far from land. This section examines the impact
that removing four satellite data types has on hurricane
track forecasts in both the Atlantic and eastern Pacific
basins for 15 August–20 September 2003. All data used
in the GFS were applied except for the specific data
type denied in each experiment. The dropsondes in and
around the hurricanes are included in all of these ex-
periments. The operational NCEP vortex relocation al-
gorithm, described by Lord (1991) and Liu et al. (2006),
was also used. In order for a storm to be included in the
diagnostics, the storm must exist in all of the experi-
ments and the control. If a storm (tropical depression,
tropical storm, or hurricane) is not found in one the
experiments or the control, it is discarded from the sta-
tistics. These diagnostics are computed over only one
season; as such, when interpreting these results, the
number of storms must be considered. Results are not
displayed for the eastern Pacific basin at 72 and 96 h
because of a very small sample size.

The four data types investigated here are AMSU and
HIRS radiances, winds from all geostationary satellites

(GEO winds), and QuikSCAT low-level winds. Figure
13 displays the average track error in the GFS from the
control simulation and where the four satellite data
types have been denied. Inspection of Fig. 13 reveals
that the average track error grows in the Atlantic basin
(Fig. 13a) as time increases from about 30 n mi at 12 h
to 145 n mi by 96 h. The same is true in the Pacific basin
(Fig. 13b); however, in this diagnostic region the aver-
age error grows from near 50 n mi at 12 h to approxi-
mately 110 n mi at 48 h. For this season, the forecast
degradation related to the removal of satellite observa-
tions in the Atlantic basin is seen in Fig. 13a. In general,
the Atlantic basin storms are more accurately simulated
by the GFS than are those in the Pacific basin. The
results indicate for this study that denying an individual
data type in the Atlantic basin often has less impact
than in the Pacific basin. Possible explanations for these
differences between basins include 1) more data up-
stream of the storms, 2) information from dropsondes
being assimilated in the vicinity of Atlantic storms but
not in the Pacific, and 3) reconnaissance flights that are
also routinely conducted in and around Atlantic storms
but not in the Pacific.

In the Pacific basin the track error is clearly larger
from 12 to 48 h when the GEO winds are removed from

FIG. 13. Average track error (n mi) by forecast hour for the
control simulation and experiments where AMSU, HIRS, GEO
winds, and QuikSCAT were denied. Shown are the (a) Atlantic
basin and (b) eastern Pacific basin results. A small sample size in
the number of hurricanes precludes presenting the 72- and 96-h
results in the eastern Pacific Ocean.
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the analysis. Goerss and Hogan (2006) also found that
the GEO winds had the greatest impact on hurricane
track error in the Navy Operational Global Atmo-
spheric Prediction System. The remaining three data
types (AMSU, HIRS, and QuikSCAT) produce almost
similar track errors between themselves and the control
simulations in the eastern Pacific basin. An interesting
difference between the results of this section and the
results presented in section 4a is that the Pacific basin
tropical cyclone storm tracks are clearly degraded from
the removal of GEO winds data through 48 h while the
August–September day-5 tropical 850-hPa vector dif-
ference RMSs were lower when the GEO winds were
removed.

5. Summary

This paper has quantified the contributions to fore-
cast accuracy made by conventional rawinsonde data
and four remotely sensed satellite data types. This work
was done by using OSEs and examining the 0–168-h
forecast impact results in NCEP’s Global Data Assimi-
lation System and the Global Forecast System during
January–February and August–September 2003.

The results show that the AMSU and rawinsonde
data provide the largest increase in forecast quality in
the polar, midlatitude, and tropical regions. Much
smaller improvements to the anomaly correlation are
realized from the inclusion of the other data types.
However, it is important to note that no data type pro-
vides an overall negative impact in the 20°–80° zonal
bands of each hemisphere.

The 500-hPa geopotential height geographic distribu-
tions of forecast impact shown in Figs. 8–12 also indi-
cate that AMSU radiances and rawinsonde data pro-
vide the largest impact. In general, their largest impacts
are found in polar latitudes and in the zonal belts of
20°–80° in each hemisphere. Several of the data types
provide some negative forecast impacts in the tropical
regions, especially just west of South America. All data
types also display a rapid decrease in forecast impact
globally as the simulations proceed from 12 to 72 h.

In contrast to the anomaly correlations and geo-
graphical forecast impact results, where AMSU and
rawinsondes data routinely provided the largest gain to
forecast quality, the geostationary wind data aided
tropical cyclone track forecasts in the eastern Pacific
basin the most. In this region the track errors are ap-
proximately 45 n mi worse at 36 h when removing the
geostationary data (see Fig. 13b). In the Atlantic basin
all satellite data types provide a nearly equal contribu-
tion to the tropical cyclone forecast track quality.

This work is being extended to include assessing the

impact of removing one and two NOAA polar-orbiting
satellites from the current suite of three in the opera-
tional assimilation system. Another project is investi-
gating improved quality control procedures for the
GEO winds (Le Marshall et al. 2004a,b) in NCEP’s
assimilation system. Other projects include a detailed
examination of the impacts in the NCEP Gridpoint Sta-
tistical Interpolation (GSI) system (which will replace
the currently operational SSI) from AMV data from
the MODIS, AIRS radiances, ocean surface wind vec-
tor measurements from space using WINDSAT, and
the effective exploitation of new hyperspectral data,
which will become available from the Infrared Atmo-
spheric Sounding Interferometer (IASI), the Cross-
track Infrared Sounder (CrIS), the Geosynchronous
Imaging Fourier Transform Spectrometer (GIFTS),
and GOES-R instruments.
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